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Pseudo relevance feedback (PRF) has shown to be
effective in ad hoc information retrieval. In traditional
PRF methods, top-ranked documents are all assumed to
be relevant and therefore treated equally in the feedback
process. However, the performance gain brought by
each document is different as showed in our preliminary
experiments. Thus, it is more reasonable to predict the
performance gain brought by each candidate feedback
document in the process of PRF. We define the quality
level (QL) and then use this information to adjust the
weights of feedback terms in these documents. Unlike
previous work, we do not make any explicit relevance
assumption and we go beyond just selecting “good”
documents for PRF. We propose a quality-based PRF
framework, in which two quality-based assumptions are
introduced. Particularly, two different strategies,
relevance-based QL (RelPRF) and improvement-based
QL (ImpPRF) are presented to estimate the QL of each
feedback document. Based on this, we select a set of
heterogeneous document-level features and apply a
learning approach to evaluate the QL of each feedback
document. Extensive experiments on standard TREC
(Text REtrieval Conference) test collections show that
our proposed model performs robustly and outperforms
strong baselines significantly.

Introduction and Motivation

Relevance feedback (RF) via query expansion (QE) is an

effective technique that boosts the retrieval performance of

an information retrieval (IR) system by making use of the

feedback information. The feedback documents can be

obtained by many possible means. In general, there is

explicit evidence, such as the labeled relevant documents

from real users, or implicit evidence (Sharma & Jansen,

2005), such as the click-through data. Obtaining the

feedback information involves extra effort, for example,

real-user relevance judgment (Krikon & Kurland, 2011), and

is usually expensive. For every given query, the correspond-

ing feedback information is not necessarily available. An

alternative solution is pseudo-relevance feedback (PRF),

which uses the top-ranked documents in the first-pass

retrieval for feedback (Carpineto, de Mori, Romano, & Bigi,

2001; Lavrenko & Croft, 2001; Robertson, Walker,

Beaulieu, Gatford, & Payne, 1996; Rocchio, 1971b; Xu &

Croft, 2000; Zhai & Lafferty, 2001). Its basic idea is to

extract expansion terms from the top-ranked documents to

formulate a new query and then process a second-round

retrieval. Through query expansion, some relevant docu-

ments missed in the first-pass retrieval can then be retrieved

so that the overall performance is improved. PRF has been

shown to be effective in improving IR performance in a

number of IR tasks (Carpineto et al., 2001; Collins-

Thompson, 2009; Lavrenko & Croft, 2001; Lin, Lin, Lin, &

Zou, 2013; Raman, Udupa, Bhattacharyya, & Bhole, 2010;

Robertson et al., 1996; Rocchio, 1971b; Salton & Buckley,

1990; Symonds, Zuccon, Koopman, Bruza, & Sitbon, 2013;

White & Marchionini, 2007; Xu & Croft, 2000; Zhai &

Lafferty, 2001).

However, PRF can fail when the feedback documents are

of low quality, which means that the documents may not

help improve the search effectiveness even if they are rel-

evant. A document can be considered relevant when only

part of it is relevant. If it is selected as a feedback document,

noisy information will be imported and decrease the final

performance. Thus, a way to find “good” feedback docu-

ments that can improve the effectiveness of PRF is needed.

A series of approaches have been proposed for dealing with

the problem of low-quality feedback documents (He &

Ounis, 2009; Ye, Huang, & Lin, 2011). Most of these studies

focused on how to find a set of good feedback documents to

improve PRF’s effectiveness with a binary mode. Candidate

documents will be classified into either a “good” or a “not

good” category. For example, classification techniques have

been explored to divide the candidate documents for PRF
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into bad documents and good documents (He & Ounis,

2009).

In previous work, whether selecting “good” documents

or following the traditional PRF methods, the information

from feedback documents is not considered thoroughly

when selecting feedback terms. Generally, the feedback

documents are treated equally after they are chosen. That

means that all the feedback terms in these documents are

considered reliable equivalently. Actually, the improvements

obtained by using different feedback documents can vary

extensively, even if they are all of “good” quality. Some

documents focusing on the query can provide important

feedback terms and help improve the final result signifi-

cantly, whereas others cannot. Intuitively, terms in these

good documents should be considered more relevant and

reliable. Thus, it makes sense to investigate the “quality

level” (QL) of feedback documents and assign feedback

terms in different documents with different weights.

However, how to make use of the QLs of feedback docu-

ments in PRF has not been well studied in previous work as

far as we know.

The main challenges are how to (a) define and measure

the QL for each feedback document and (b) incorporate the

quality information into the PRF process. In this paper, we

define QL as the contribution of a feedback document to

the final performance. The QL of a document can be deter-

mined by many features, so another challenge is how to

select features and use them to determine the QL. Tradi-

tional heuristic weighting models for the selection of feed-

back terms can only take advantage of a small number of

homogeneous features that may affect information retrieval

performance. For example, only the term frequency-inverse

document frequency (TFIDF) values of terms are used in

the traditional Rocchio model (Rocchio, 1971a). IR is a

complex process that may be affected by heterogeneous

features. It is therefore necessary to refine this process by

taking into account rich heterogeneous features at the docu-

ment level. Suppose we have these features, we can use

them to predict the QL so that we can weight the feedback

terms more accurately and flexibly. Because these kinds of

features are always heterogeneous, it is difficult to develop

a heuristic formula to take into account all the features.

Therefore, it makes sense to propose a machine-learning

model to estimate the importance of the candidate feedback

documents.

In this paper, instead of using the top-k documents

obtained in the first-pass retrieval equally, as in traditional

PRF work, we propose two QL assumptions and introduce

two strategies to estimate the QL of these documents. An

intuitive and simple way is the relevance-based quality

level assumption. In the real world, a document is neither

relevant nor irrelevant. Instead, it can operate on different

relevance levels. The relevance-based QL assumes the QL

of a feedback document is proportional to its relevance

level. The other assumption is called the improvement-

based quality level assumption. A feedback document can

improve the final performance with different percentages.

We divide the percentages of improvements into several

ranges and then assume these ranges as the QLs of docu-

ments. The improvement-based QL focuses more on the

definition of QL than the relevance-based one, but it is

more complex in implementation than the latter. Based on

these two assumptions, we exploit machine-learning tech-

niques to further enhance PRF by considering rich features

to estimate the quality of feedback documents.

The main contributions of this paper are as follows. First,

we formally define a new concept named QL for feedback

documents. Second, we introduce two assumptions of QL

and propose two strategies to estimate the QL of feedback

documents. This can help other researchers go further and

make better use of the QL information. Finally, we integrate

the QL factor into PRF and propose a learning-to-rank

approach for quality-aware PRF. Extensive experiments on

five standard TREC (Text REtrieval Conference) data sets

show that our proposed framework can outperform strong

baselines significantly.

The rest of the paper is organized as follows. In the next

section, we review the related work. The Problem Formula-

tion section describes how the QL problem is formulated

and the general idea of our proposed framework. Next, A

Learning-to-Rank Quality Estmation describes the two

assumptions and how we estimate QL. In Experimental Set-

tings we present the results and make a careful analysis of

them in Experimental Results. Finally, there are brief con-

clusions and some thoughts on future directions.

Related Work

In IR, PRF via query expansion is referred to as the

techniques, algorithms, or methods that reformulate the

original query by adding new terms to achieve better

retrieval performance. A classical relevance feedback tech-

nique was proposed by Rocchio (1971a) for the SMART

retrieval system (Rocchio, 1971b). It takes a set of docu-

ments as the feedback information. Unique terms in this set

are ranked in descending order of their TFIDF weights.

Subsequently, many other relevance feedback techniques

and algorithms have been developed, mostly derived under

Rocchio’s framework. For example, a popular and success-

ful automatic PRF algorithm was proposed (Robertson

et al., 1996) in the Okapi system. Amati (2003) proposed a

PRF algorithm in the divergence from randomness (DFR)

retrieval framework.

In addition, with the development of language model

(Ponte & Croft, 1998) in IR, a number of techniques (e.g.,

Lavrenko & Croft, 2001; Tao & Zhai, 2006; Zhai & Lafferty,

2001) have been developed to fit the language modeling

framework. For PRF in the language modeling framework,

we always exploit feedback information (e.g., the top-

ranked documents set, F = D1, D2, . . . , D|F|) to reestimate a

more accurate query language model. For example, the

model-based feedback approach (Zhai & Lafferty, 2001) is

not only theoretically sound but also performs well empiri-

cally. Lv and Zhai (2009a) conducted a comparable study of
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five representative state-of-the-art methods for estimating

improved query language models in ad hoc information

retrieval, including RM3 (a variant of the relevance model

[RM]), RM4, DMM (divergence minimization model),

SMM (simple mixture model, a variant of model-based

feedback approach), and RMM (the regularized mixture

model). They found that SMM and RM3 are the most effec-

tive in their experiments, and RM3 is more robust in the

setting of feedback parameters. The work of Tao and Zhai

(2006) is based on the two-component mixture model, to

which two modifications have been made so as to eliminate

the two parameters that would otherwise need to be set

manually. One of the major modifications is to introduce a

document-specific mixing coefficient to model potentially

different amounts of relevance information in each feedback

document, which is similar to the concept of document QL

in our work. Unlike from this previous work, however, we

not only consider the relevance information but also con-

sider to what degree it is beneficial to the performance

of PRF directly. In addition, we use a learning-to-rank

approach to address this problem in which a number

of salient features are utilized (not only the original query).

Our approach can also be easily incorporated into other

retrieval frameworks. Last, we focus more on predicting the

QL of candidate feedback documents instead of how to set

the parameters automatically, as in Tao and Zhai’s (2006)

work.

However, most of these PRF approaches make a strong

assumption that top-ranked documents from the first-pass

retrieval are all relevant, and therefore are treated equally in

the feedback process. The top-ranked documents are not

necessarily good for relevance feedback because they are

not evaluated by real users. Following this argument,

several studies (He & Ounis, 2009; Lee, Croft, & Allan,

2008) addressed this problem by detecting the right docu-

ments for relevance feedback, from which expansion terms

are extracted. He and Ounis (2009) proposed detecting

good feedback documents by classifying all feedback docu-

ments using a variety of features such as the distribution of

query terms in the feedback document, the similarity

between a single feedback document and all top-ranked

documents, or the proximity between the expansion terms

and the original query terms in the feedback document. By

doing this, PRF is only performed using a selected set of

feedback documents, which are predicted to be good

among all top-ranked documents. When using machine-

learning methods to select good feedback documents, the

training data are always scarce. In addition, Lee et al.

(2008) proposed a resampling method using clusters to

select better documents for PRF. The main idea is to use

document clusters to find dominant documents for the

initial retrieval set, and to repeatedly feed the documents to

emphasize the core topics of a query. Document clusters for

the initial retrieval set can represent aspects of a query on

especially large-scale web collections because the initial

retrieval results may involve diverse subtopics for such

collections.

Unlike previous work, we use a finer granularity to

demonstrate the “goodness” of a feedback document

instead of a binary criterion. Even two “good” documents

should be comparable based on their QLs. In this paper,

we assume that the contributions/performance gains by dif-

ferent feedback documents are not necessarily the same

even if they are evaluated to be relevant by human experts.

This is reasonable because different feedback documents

can contribute to the overall performance of a retrieval

process. Therefore, instead of selecting a refined set of

feedback documents, we revisit the traditional PRF frame-

work and propose a new concept, QL. The differences

between our work and previous studies are as follows.

First, we use QLs to substitute relevance in PRF. The two

concepts are related but not the same. Second, we propose

several new features to capture the QLs. Finally, we

propose two different strategies to evaluate QLs and apply

them to PRF.

Problem Formulation

In the first-pass retrieval, given a query Q and a document

collection C, a ranked list of document, denoted D, is

returned by an information retrieval system. We use di to

denote the i-th ranked document in D. The top-k documents

in D will be used as feedback documents in PRF, which is

denoted Df.

In traditional PRF models, Df will be all treated as rel-

evant and then used equally to refine the original queries.

However, different feedback documents can influence the

quality of final queries variously even if they are all rel-

evant. Our goal is to figure out the QLs of feedback docu-

ments and use this information to adjust the weights of

candidate feedback terms in different documents. Suppose

we have training data T, which includes a set of documents

labeled with particular QLs. A document d is represented

by a vector of n heterogeneous features <f1, f2, f3 . . . fn>.

The selection of features will be introduced in detail

below. Based on these features, a learning-to-rank predic-

tor P will be trained and then used to predict the QLs of

the top-k documents in D.

In this study, we explore the problem of QLs in the

classic Rocchio model. Although Rocchio’s model has

been used in the information retrieval field for

many years, it is still effective in obtaining relevant docu-

ments. According to Zhai (2008), BM25 (BM simply

stands for “best match”) (Robertson, Walker, Jones,

Hancock-Beaulieu, & Gatford, 1994) term weighting

coupled with Rocchio feedback remains a strong baseline,

which is at least as competitive as any language modeling

approach for many tasks. This observation is also sup-

ported in Miao, Huang, and Ye (2012) and Zhai (2008) as

well as in our preliminary experiments of this paper. In the

following, we revisit the traditional PRF models and then

propose a quality-based PRF framework.
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Our Proposed Framework

Our study is based on a classic framework, Rocchio’s

model. It models a way of incorporating (pseudo) relevance

feedback information into the retrieval process. In the case

of PRF, Rocchio’s method has the following steps:

1. All documents are ranked for the given query using a

particular IR model, for example, the BM25 model

(Robertson et al., 1996) in this paper. This step is called

first-pass retrieval. The |Df| highest ranked documents are

identified as the pseudo relevance set Df.

2. An expansion weight w(t, Df) is assigned to each term

appearing in the set of the Df highest-ranked documents.

In general, w(t, Df) is the mean of the weights provided by

a weighting model, for example, the TF-IDF weighting

model (Salton, Wong, & Yang, 1975) and the

KL-divergence weighting model Carpineto et al. (2001).

When the KL-divergence weighting model is used with

the Rocchio framework, we denote it as RocchioKL that

will be used as a baseline in our experiments.

3. The vector of query terms weight is finally modified by

taking a linear combination of the initial query term

weights with the expansion weight w(t, Df) as follows:

Q Q
r

D

i

fr Di f

1 0= ∗ + ∗
∈
∑α β (1)

where Q0 and Q1 represent the original and first iteration

query vectors, ri is the expansion term weight vector for

the i-th feedback document, and α and β are tuning

constants controlling how much we rely on the original

query and the feedback information.

In our proposed framework, we take the QL factor of

feedback documents into account. The original weight

of a feedback term is adjusted by the feedback document

that it belongs to. Thus, we present our framework as

follows:

Q Q
r QLD

D

i i

fr Di f

1 0= ∗ + ∗ ∗

∈
∑α β (2)

where QLDi is the QL of the i-th feedback document. All the

other parameters are the same as in Rocchio’s model. In

practice, we can always fix α at 1, and only study β to get

better performance.

In this paper, we use BM25 as the basic retrieval model in

the first-pass retrieval, and the weighting function in our

proposed framework is the KL-divergence function.

KL-divergence is a popular choice of expansion term weight-

ing, which has been shown to be effective in many state-of-

the-art PRF models (Amati, 2003; Carpineto et al., 2001; Ye,

Huang, He, & Lin, 2009). KL-divergence measures how a

term’s distribution in the feedback documents diverges from

its distribution in the whole collection. The higher the

KL-divergence, the more informative the term. For a

unique term in a document d, the KL-divergence weight is

given by:

KLD t P t d
P t d

P t C
( ) ( ) log

( )

( )
= |

|

|
2 (3)

where P t d
c t d

c d
( )

( , )

( )
| = is the generation probability of term t

from D. c(t, d) is the frequency of t in d, and c(d) is the count

of words in d. P t C
c t C

c C
( )

( , )

( )
| = is the collection model. c(t,

C) is the frequency of t in collection C, and c(C) is the count

of words in the whole collection C.

In this paper, we formulate the problem of QL estimation

as a learning-to-rank problem and study how to accurately

estimate the quality scores of feedback documents to boost

the retrieval performance.

A Learning-to-Rank to Quality Estimation

In the previous section, we formulate the research

problem and propose a quality-based feedback framework.

The current challenge we face is how to accurately esti-

mate the QL, QLDi, of each feedback document. Learning-

to-rank, also called machine-learned ranking (MLR), is the

application of machine learning, typically supervised,

semisupervised, or reinforcement learning, which can be

used to construct ranking models for information retrieval

systems. Training data consist of lists of items with some

partial order specified between items in each list. This

order is typically induced by giving a numerical or ordinal

score or a binary judgment (e.g., “relevant” or “not rel-

evant”) for each item. The ranking model’s purpose is to

rank, that is, produce, a permutation of items in new,

unseen lists in a way that is “similar” to rankings in the

training data.

The quality of each feedback document correlates with

different aspects of the feedback document, which are het-

erogeneous. It is not easy to establish an empirical formula

to integrate all the heterogeneous features. In addition, we

also want to go beyond just determining the binary cat-

egory (good or bad) of a candidate document. Therefore,

we use a learning-to-rank model to predict the QL scores

QLDi based on a rich set of salient features detailed in this

section. Specifically, to train the learning model we use

2-fold cross-validation in which the data set is partitioned

into parts, one for training and the other for testing (see

more details below). The learning model is trained on the

training set and then applied on the test set to predict the

quality level, QLDi, which will be in our PRF model as

described in Equation 2.

In the rest of this section, we first formulate the document

quality estimation problem with a learning-to-rank model.

Then we describe two QL generation strategies to formally

define the QL, which are used for creating the training data

set. Finally, we present all the heuristics and the correspond-

ing features to capture the quality of each candidate docu-

ment for feedback.
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A Learning-to-Rank Model

Here we define our problem as follows: Suppose we are

given a set of documents �, queries � = ={ }Qi i
N

1 and training

data �. In addition, we are given a real-valued scoring

function (whose output is a real number value) Sλ(D; Q), the

output of which is QL score parameterized by Λ, a vector of

parameters. Given a query Qi, the quality scoring function

SΛ(D; Qi) is computed for each D ∈� and documents are

then ranked in descending order for feedback documents

selection according to their quality scores.

The scoring function induces a total ranking R Qi( , , )� Λ
on � for each query Qi. For simplicity, we rewrite

R Qi( , , )� Λ as Ri(Λ) and let �Λ Λ= ={ ( )}Ri i
N

1 be the set of

rankings induced over all of the queries.

Finally, to evaluate a parameter setting, we need an evalu-

ation function E( ; )� �Λ that produces real valued output

given a set of ranked lists and the training data. Therefore,

our goal is to find the parameter setting Λ that maximizes the

evaluation metric E over the parameter space. E(.) could be

any performance evaluation metrics (e.g., MAP, NDCG, and

P@10). In this paper, we mainly focused on the MAP

metric, which is the official metric in the corresponding

TREC evaluations. Formally, this can be stated as:

ˆ ( )

( )

Λ Λ

Λ

Λ

Λ Λ

Λ

=

∈

argmax E

s t S D Q

M

� �

�

;

. . ;∼ (4)

where �Λ Λ∼ S D Q( ; ) denotes that the orderings in �Λ are

induced using quality scoring function S, and MΛ is the

parameter space over Λ. To be more specific, in this work we

use a linear feature model as:

S D Q w f Q Di i

i

k

( ) ( , )| = ⋅
=
∑

1

(5)

where fi(Q, D) are feature functions and wi the correspond-

ing weights.

So, given a query and its associated documents, we are

trying to find a way to best model the relationship between

the documents’ QL and query-document features. There

are various ways to design and estimate a featured-based

model, including statistical classification, logistic regres-

sion, and so on. Because this work focuses on ranking the

documents with different quality to facilitate better feed-

back document selection, rather than just classifying them,

we adopt the learning-to-rank technique for this purpose.

And among various types of learning-to-rank algorithms,

we chose one that directly optimizes the parameters in the

interest of maximizing the retrieval metric, such as mean

average precision or discounted cumulative gain. The main

reason for this is our interest in ranking and selecting the

really beneficial documents for improving feedback perfor-

mance. Therefore, it is reasonable to optimize for ranking

metrics that reflect the retrieval performance. Some other

kinds of learning-to-rank methods designed by minimizing

internal defined loss functions might not necessarily obtain

the ranking model resulting in the best performance in

terms of retrieval metric. A secondary reason is that there

is a large number of learning-to-rank algorithms in the lit-

erature that are being developed for effectively optimizing

ranking functions with respect to retrieval metrics (Liu,

2002).

Among many approaches of this type, we chose to use the

coordinate ascent algorithm proposed previously (Metzler &

Bruce Croft, 2007), which has been proven to be highly

effective for a small number of parameters (Bendersky,

Metzler, & Croft, 2010) and is easy to implement. It has

good empirical generalization properties.

The coordinate ascent algorithm iteratively optimizes a

multivariate objective function by working out a series of

one-dimensional line searches. It repeatedly cycles through

each parameter of wi in Equation 5, holding all other param-

eters fixed while optimizing wi. This process is carried out

iteratively over all parameters until the gain in the target

metric is below a certain threshold.

Although we use this algorithm mainly for its simplicity,

any other learning-to-rank approaches that estimate the

parameters for directly optimizing the retrieval metric will

work. Other possible algorithms include SVMMAP (Yue,

Finley, Radlinski, & Joachims, 2007), AdaRank (Xu & Li,

2007), LambdaMART (Wu, Burges, Svore, & Gao, 2010),

and so on.

QL Strategies

An initial step of our experiments is to create a ground

truth, where each candidate feedback document is labeled to

a different QL. Our quality model for the feedback docu-

ments is then trained based on this ground truth through

supervised learning. With respect to this issue, an interesting

research question arises: How to define the QL and how to

figure it out?

As we discussed previously, documents with different

QLs would contribute differently to the PRF process, which

will affect the final performance of an information retrieval

system. Therefore, it is important to define the document

quality to feedback appropriately. In this paper, we investi-

gate two different assumptions: (a) relevance-based

QL and (b) improvement-based QL, which are detailed as

follows.

Relevance-based QL. In IR, relevance denotes how well a

retrieved document or set of documents meets the informa-

tion needs of the user. Relevance levels can be binary (indi-

cating a result is relevant or that it is not relevant), or graded

(indicating results have a varying degree of match between

the topic of the result and the information need).

Intuitively, if a document has a higher relevance level to

a given query, it is more likely to obtain better performance

when this document is used for PRF. Figure 1 plots contri-

bution rates of candidate documents in terms of MAP with

different relevance levels on the TREC WT10G and GOV2
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data sets, which solidly support this intuition. Similar trends
are also observed on other data sets in our experiments. As
we can see, most documents whose relevance level is 2 can
improve the performance of PRF, while most of the 0 level
documents fail to do so. So it is reasonable to assume that a
document with a higher relevance level will also contribute
more in the expansion process. Therefore, we can state that
a document’s quality level to PRF is proportional to its
relevance level to the given query.

Improvement-based quality level. In reality, the above
assumption may not hold, although it is reasonable. It is
possible that two different candidate documents with the
same relevance level may contribute differently to PRF,
which can be verified to some extent in Figure 1. In addition,
even an irrelevant document can sometimes improve the
final performance, since it can possibly contain some assis-
tant information for the queries. In Figure 1, about 20% of
the 0 level feedback documents can also help improve the
performance of PRF, which cannot just be ignored. Mean-
while, some of the top-ranked feedback documents are not
really all relevant in experiments. Therefore, we present
another assumption which defines document quality to PRF
as to how much this document will improve retrieval perfor-
mance. The borders among different documents are not as
clear as in the relevance based strategy. We only focus on the
improvements obtained by documents in the training and
testing data sets and will not ignore the potential contribu-
tions of irrelevant documents. The improvement obtained by
a feedback document is calculated as follows:

imp d AP Q AP Q AP Q( ) ( ( ) ( )) ( )= − ′ (6)

where imp(d) is the improvement percentage obtained by the
feedback document d, AP(Q) is the average performance
(AP) of the original query Q, AP(Q′) is the AP of the refor-
mulated query Q′ by using d.

In particular, given a query, we use each of the candidate
documents from the first-pass retrieval to do PRF, and then
categorize the documents into different quality levels
according to the percentage of improvement by this single
document. In this paper, we use a 3-grade strategy: (a) 0 if
imp(d) <= 0, (b) 1 if 0 < imp(d) <= 0.1, (c) 2 if imp(d) > 0.1.

Heuristics and Features

We propose a set of features guided by heuristics, but our
method also allows other features to be explored. In particu-
lar, we apply a list of features to assist predicting the docu-
ment qualities for PRF. The applied features take into
account different aspects of feedback documents, which
may affect the quality of feedback document, in an attempt
to capture the salient characteristics of the good quality
documents. The applied features are detailed as follows.

Relevance scores. This intuitive feature uses the relevance
score produced by the weighting model for each feedback
document. The use of the relevance score feature implies
that the higher a document is ranked in the first-pass
retrieval, the more chance it can be a high-quality document
for relevance feedback. In particular, we use the score
obtained by the Okapi BM25 model, which is the basic
retrieval mode used in our paper. This feature is denoted
Feature 1: f1.

FIG. 1. The scatterplot of improvements on different relevance levels. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Proximity scores. Term proximity is an effective measure

for modeling term associations, which has been studied

extensively in the past few years. Various methods

(Büttcher, Clarke, & Lushman, 2006; Clarke, Cormack, &

Tudhope, 2000; Daoud & Huang, 2013; Keen, 1991; Lv &

Zhai, 2009b; Rasolofo & Savoy, 2003; Scholer, Williams,

& Turpin, 2004; Song, Taylor, Wen, Hon, & Yu, 2008; Tao

& Zhai, 2007) of integrating proximity information into a

retrieval process are introduced in these papers, and it has

proven to be useful in discriminating between the relevant

and nonrelevant documents. Intuitively, if the proximity

among the query terms and informative terms is small, it is

more likely that the candidate document is of high quality. In

particular, we use two kinds of proximity scores to capture

this characteristic.

• Proximity among query terms: We use a recently proposed

concept, proximity bigram-term frequency (ptf) (Miao et al.,

2012), to measure the proximity of query terms. In particular,

a pair of two query terms are viewed as a bigram term, and its

frequency is reinterpreted by taking into account the position

of the two query terms as follows:

K q q exp p pi j i j( , ) [ ( ) ]= − − 2 (7)

where pi and pj are respectively the positions of query term qi

and qj in a document.

Besides the average proximity to the query, we also take into

account the importance of different query terms. Therefore,

the total proximity-based frequency of the query Q is com-

puted as follows:

ptf Q K q q IDF q qi j i j

i j i j

( ) ( , ) ( , )
, ,

=
<

∑ (8)

where qi is a query term, |Q| is the number of query terms, and

IDF(qi, qj) equals log(N − Nt + 0.5)/(Nt + 0.5). N is the

number of documents in the collection and Nt is the number of

documents that contain both qi and qj. This feature is denoted

Feature 2: f2.

• Proximity between the query terms and informative terms: If

the most informative terms in a feedback document appear

relatively close to the query, it is also more likely the docu-

ment is of higher quality. Here, we empirically chose the top

35 informative terms. The informative scores are computed

by log(N − Nt + 0.5)/(Nt + 0.5). This feature is denoted

Feature 3: f 3.

Completeness of query aspects. The completeness of query

aspects actually contains three features that we propose to

indicate whether a document covers the complete informa-

tion of a query or not. These features, Feature 4, 5, 6:

f 4, f 5, f 6, are shown as follows:

• Percentage of occurred query terms: the ratio of unique query

terms appears in the document: f
occur q

Q

i

i

Q

4
1

=
=
∑ ( )

, where

occur(qi) is a 0–1 function testing whether qi occurs in this

document.

• Weighted percentage of occurred query terms: In this feature,

we also take into account the importance of each query terms

as follows: f
occur q IDF q

Q

i i

i

Q

5
1

= ∗
=
∑ ( ) ( )

.

• Mitra’s Score: In Mitra, Singhal, and Buckley (1998), they

proposed different ways to refine the set of documents used in

feedback. One of the automatic ways is using term correlation

information. The basic idea is that documents that address all

the aspects of the query are more likely to be relevant. The

equation used to compute a new score for each retrieved

document is as follows:

f idf t idf t P t ti
j

i

i j

i

m

6 11
1

1

2

= + ∗ −
=

−

=
∑( ) ( ) min( ( )|

where idf(tj) is the inverse document frequency of term ti if it

occurs in document D, and is 0 otherwise. P(ti|tj) is estimated

based on word occurrences in the top-ranked 100 documents

in the first-pass retrieval.

Divergence between query and feedback document. The

motivation for using the divergence between query Q and a

feedback document d is that we may rely on feedback

information more if the query does not represent relevant

information well. We estimate the divergence, Feature 7:

f 7, as:

f P t Q
P t Q

P t d
7 2= ( ) log

( )

( )
|

|

|
(9)

Discrimination of feedback documents. “Query clarity”

is an effective measure to predict query difficulty

(Cronen-Townsend, Zhou, & Croft, 2002). Therefore, we

expect it to also be useful for estimating the document

quality in a similar way. In the definition, the clarity of a

query is the Kullback-Leibler divergence of the query model

from the collection model. We define the discrimination of

feedback documents as the KLdivergence between docu-

ment model and background models, which can be obtained

by Equation 3. To compute the discrimination, we empiri-

cally use the top 35 terms and all the terms in the document,

which results in Feature 8: f 8 and Feature 9: f 9.

Document length feature. Document length has been rec-

ognized as an important factor for adjusting an information

retrieval system. For a query, the document length factor can

impact relevance based on the scope assumption, that is,

some documents may contain more material than others if

longer documents are more likely to be retrieved (Huang,

Peng, Schuurmans, Cercone, & Robertson, 2003; Huang,

Robertson, Cercone, & An, 2000; Zhou, Huang, & He,

2011). Thus, we incorporate it into the regression model as

one feature. We do not use the document length directly. We

obtain the document length feature length, Feature 10:

f 10, as follows:

JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—•• 2015 7

DOI: 10.1002/asi
948 JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—April 2016

DOI: 10.1002/asi



f dl avgl10 = − (10)

where dl is the document length and avgl is the average

document length of the collection.

Normally, the average document length is used in a

weighting function as a pivot to balance its preference of

document with different lengths. So, in our case, we use this

feature in Formula 10 to capture this possible preference in

the procedure of PRF.

Experimental Settings

Test Data Sets

We present five representative test collections used in our

experiments, disk4&5, WT2G, WT10G, GOV2, and

Robust04, which are different in size and genre. The

disk4&5 (no CR) collection contains newswire articles from

various sources, such as the Associated Press (AP), Wall

Street Journal (WSJ), Financial Times (FT), and so on,

which are usually considered high-quality text data with

little noise. The WT2G collection is a small web crawl used

by the TREC 8 Web track in 1999. The WT10G collection is

a medium-size crawl of web documents, which was used in

the TREC 9 and 10 Web tracks. It contains 10 gigabytes of

uncompressed data. GOV2 is a large crawl of the .gov

domains, which has more than 25 million documents with an

uncompressed size of 423 gigabytes. This collection was

also used in the TREC 2008 Relevance Feedback track that

is dedicated to research in relevance feedback algorithms,

including pseudo-relevance feedback (Buckley &

Robertson, 2008). There are 150 ad hoc query topics, from

TREC 2004–2006 Terabyte tracks, associated with GOV2.

Robust04 also uses the disk4&5 collection, but includes

more topics 301–450 and 601–700. The TREC tasks and

topic numbers associated with each collection are presented

in Table 1. As we can see from this table, we evaluate the

proposed methods with a relatively large number of queries.

In all our experiments, we only use the title field of the

TREC queries for retrieval. In the process of indexing and

querying, each term is stemmed using Porter’s English

stemmer, and stopwords from InQuery’s standard stoplist

with 418 stopwords are removed. The MAP (mean average

precision) performance measure for the top 1,000 documents

is used as an evaluation metric, which is the official measure

in the corresponding TREC evaluations. MAP measure

reflects the overall accuracy and the detailed descriptions for

MAP can be found in Voorhees and Harman (2000).

Baseline Models

To verify the performance of our proposed models, we

first compare our model with two representative PRF

models, the RocchioKL model (Rocchio, 1971a) and the RM3

model (Lavrenko & Croft, 2001), in the probabilistic frame-

work and language modeling framework (Lv & Zhai,

2009a), respectively. Both of these PRF models use the

top-ranked document for feedback.

Before introducing the two PRF models, we describe the

corresponding basic retrieval models for the first-pass

retrieval. For the RocchioKL model introduced in Problem

Formulation (above), RelPRF and ImpPRF, BM25

(Robertson et al., 1994) is used as the weighting model in

the first-pass retrieval, which makes the comparison fair.

BM25 is a well-known, state-of-the-art model (Huang,

Robertson, Cercone, & An, 2000), which achieves good IR

performance. In BM25, the weight of a search term is

assigned based on its within-document term frequency and

query term frequency (Robertson et al., 1996). It was first

implemented in the Okapi system. The corresponding

weighting function is as follows:

w
k tf

K tf

r R r

n r N n R r
= + ∗

+
∗ + − +

− + − − + +

∗

( )
log

( . ) ( . )

( . ) ( . )

1 1 0 5 0 5

0 5 0 5

(( ) ( )

( )

k qtf

k qtf
k nq

avdl dl

avdl dl

3

3

2

1+ ∗
+

⊕ ∗ ∗ −
+

(11)

where w is the weight of a query term, N is the number of

indexed documents in the data set, n is the number of docu-

ments containing a specific term, R is the number of docu-

ments known to be relevant to a specific topic, r is the

number of relevant documents containing the term, tf is

within-document term frequency, qtf is within-query term

frequency, dl is the length of the document, avdl is the

average document length, nq is the number of query terms,

the kis are tuning constants, K equals k1 * ((1 − b) + b * dl/

avdl), and ⊕ indicates that its following component is added

only once per document, rather than for each term. More

details of RocchioKL are introduced in Problem Formulation.

In addition, we also use BM25 as the basic retrieval model in

our proposed PRF models, namely, ImpPRF and RelPRF for

fair comparison.

TABLE 1. Overview of the TREC collections used.

Collection Task Queries Docs

disk4&5 TREC6, 7, 8 301–450 528,155

WT2G TREC8 Web adhoc 401–450 247,491

WT10G TREC9–10 Web adhoc 451–550 1,692,096

GOV2 TREC04–06 Terabyte Track 701–850 25,178,548

Robust04 Robust04 301–450, 601–700 528,155
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The relevance model (Lavrenko & Croft, 2001) is a rep-

resentative state-of-the-art method for estimating query lan-

guage models within language modeling framework (Lv &

Zhai, 2009a). We use the language model with Dirichlet

smoothing as its first-pass retrieval model. In particular, we

use a Dirichlet prior (with a hyperparameter of μ) for

smoothing the document language model as shown in Equa-

tion 12, which can achieve good performance generally Zhai

and Lafferty (2004).

p w d
c w d p w C

d
( )

( ; ) ( )
|

|= +
+
μ
μ (12)

where c(w; d) is the frequency of query term w in document

d, p(w|C) is the probability of term w in collection language

C, and |d| is the length of document d.

Relevance models do not explicitly model the relevant

or pseudo-relevant document. Instead, they model a

more generalized notion of relevance R. The formula of

RM1 is:

p w R p w p P QD D D

D

( ) ( ) ( ) ( )| | |∝ ∑ θ θ θ
θ

(13)

The relevance model p(w|R) is often used to estimate the

feedback model θF, and then interpolated with the

original query model θQ to improve its estimation as

follows:

θ α θ α θ′ = − ∗ + ∗Q Q F( )1 (14)

The interpolated version of the relevance model is called

RM3. For the smoothing of the basic language model, we

also use a Dirichlet prior (with a hyperparameter of μ)

for smoothing the document language model as shown in

Equation 12.

Parameter Training

As we can see, there are several tuning parameters in the

basic retrieval models (BM25, LM), baseline PRF models

(RocchioKL and RM3), and our proposed models. It is impor-

tant to build strong baselines and make fair comparisons. We

use the training method in Diaz and Metzler (2006) for both

the baselines and our proposed approach. First, for b in

BM25 and the smoothing parameter μ in LM, we sweep

over in (0.1, 0.2, . . . , 0.9) and (500, 550, . . . , 1,500).

Second, for the linear combination parameter β in RocchoKL,

and the interpolation parameter α of RM3, we sweep over

values in the range of 0.0, 0.1, . . . , 1.0. To evaluate the

baseline and our proposed approach, we use 2-fold cross-

validation. Two-fold cross-validation partitions the data set

into two parts, one (training set) for training the model

parameters and the other (test set) for testing the perfor-

mance of the model learned from the training part. In our

experiments, the TREC queries are partitioned by the parity

of queries number on each collection. Then the parameters

learned on the training set are applied to the test set for

evaluation purposes. The quality models introduced in A

Learning-to-Rank to Quality Estimation are also trained in

this way.

Experimental Results

Comparison of Basic Retrieval Models

As we mentioned in the previous section, the results of

both models are obtained by 2-fold cross-validation. There-

fore, it is fair to compare them on these five collections.

BM25 slightly outperforms LM with the Dirichlet prior on

WT2G, and the results of these two models are almost the

same on the other three collections. This comparison indi-

cates that the classic BM25 model is generally comparable

to LM, and it is reasonable to use them as the basic models

of the PRF baselines and our proposed models (Table 2).

Comparison of PRF Models

From Tables 3–7, we present the results of the baseline

PRF models and our proposed PRF models with different

settings of feedback documents. We denote our PRF model

trained by using the relevance-based quality generation

strategy as RelPRF, the improvement-based quality strategy

as ImpPRF. The last row in each of these tables is the

average performance of each PRF model with different

TABLE 2. Performance of basic retrieval models in terms of MAP.

Basic models disk4&5 WT2G WT10G GOV2 Robust04

BM25 0.2251 0.3132 0.2068 0.2994 0.2492

LM 0.2274 0.3002 0.2056 0.3040 0.2511

TABLE 3. Comparison of the performance of PRF methods in terms of

MAP on the disk4&5 collection.

|Df| RocchioKL RM3 RelPRF ImpPRF

3 0.2523 0.2522 0.2491 0.2477

(−1.27%, −1.23%) (−1.82%, −1.78%)

5 0.2576 0.2538 0.2532 0.2523

(−1.71%, −0.24%) (−2.06%, −0.59%)

10 0.2645 0.2527 0.2628 0.2588

(−0.64%, 4.00%) (−2.16%, 2.41%)

15 0.2660 0.2518 0.2683 0.2619

(0.86%, 6.55%) (−1.54%, 4.01%)

20 0.2677 0.2504 0.2713 0.2641

(1.34%, 8.35%) (−1.34%, 5.47%)

30 0.2567 0.2493 0.2736 0.2691

(6.58%, 9.75%) (4.83%, 7.94%)

50 0.2521 0.2465 0.2718 0.2691

(7.81%, 10.26%) (6.74%, 9.17%)

Ave 0.2596 0.2510 0.2643*+ 0.2604+

(1.81%, 5.30%) (0.3%, 3.75%)

The values in parentheses are the improvements over RocchioKL and

RM3. Ave means the average performance of each PRF model with differ-

ent |Df|.
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settings. We calculate the average MAP scores of each query

with a different number of Df, and then conduct a signifi-

cance test. In particular, a “*” and a “+” indicate a statisti-

cally significant improvement over RocchioKL and RM3,

respectively, according to the Wilcoxon matched-pairs

signed-ranks test at the 0.05 level. The bold phase style

in a row means that it is the best result. As we mentioned

in Baseline Models, the basic retrieval models of

ImpPRF, RelPRF, and RocchioKL are all using BM25 for fair

comparison.

First, the RocchioKL model outperforms the RM3 model

on the disk4&5, Robust04, WT2G, and GOV2 collections,

but is defeated by the latter on the WT10G collection in

terms of average MAP. Both of them have proven effective

and have been considered as strong baselines in previous

studies. In terms of average MAP performance, our pro-

posed RelPRF and ImpPRF models are generally better than

the two baseline PRF models on all five collections and

achieve significantly better results in most cases, especially

on larger collections (WT10G, GOV2). The maximum

TABLE 4. Comparison of the performance of PRF methods in terms of

MAP on the WT2G collection.

|Df| RocchioKL RM3 RelPRF ImpPRF

3 0.3402 0.3270 0.3323 0.3282

(−2.32%, 1.62%) (−3.53%, 0.37%)

5 0.3389 0.3243 0.3312 0.3256

(−2.27%, 2.13%) (−3.92%, 0.40%)

10 0.3402 0.3268 0.3353 0.3335

(−1.44%, 2.60%) (−1.97%, 2.05%)

15 0.3393 0.3257 0.3397 0.3439

(0.12%, 4.30%) (1.36%, 5.59%)

20 0.3390 0.3260 0.3441 0.3497

(1.50%, 5.55%) (3.16%, 7.27%)

30 0.3293 0.3242 0.3450 0.3478

(4.77%, 6.42%) (5.62%, 7.28%)

50 0.3058 0.3233 0.3444 0.3437

(12.62%, 6.53%) (12.39%, 6.31%)

Ave 0.3332 0.3253 0.3389*+ 0.3389*+

(1.71%, 4.18%) (1.71%, 4.18%)

The values in parentheses are the improvements over RocchioKL

and RM3. Ave means the average performance of each PRF model with

different |Df|.

TABLE 5. Comparison of the performance of PRF methods in terms of

MAP on the WT10G collection.

|Df| RocchioKL RM3 RelPRF ImpPRF

3 0.2335 0.2311 0.2284 0.2312

(−2.18%, −1.17%) (−0.99%, 0.04%)

5 0.2308 0.2271 0.2301 0.2398

(−0.30%, 1.32%) (3.90%, 5.59%)

10 0.2153 0.2203 0.2318 0.2396

(7.66%, 5.22%) (11.29%, 8.76%)

15 0.2119 0.2206 0.2338 0.2368

(10.34%, 5.98%) (11.75%, 7.34%)

20 0.2175 0.2197 0.2359 0.2357

(8.46%, 7.37%) (8.37%, 7.28%)

30 0.2105 0.2188 0.2382 0.2344

(13.16%, 8.87%) (11.35%, 7.13%)

50 0.2037 0.2182 0.2350 0.2349

(15.37%, 7.70%) (15.32%, 7.65%)

Ave 0.2176 0.2223 0.2333*+ 0.2360*+

(7.21%, 4.95%) (8.46%, 6.16%)

The values in the parentheses are the improvements over RocchioKL

and RM3. Ave means the average performance of each PRF model with

different |Df|.

TABLE 6. Comparison of the performance of PRF methods in terms of

MAP on the GOV2 collection.

|Df| RocchioKL RM3 RelPRF ImpPRF

3 0.3220 0.3257 0.3367 0.3355

(4.57%, 3.38%) (4.19%, 3.01%)

5 0.3276 0.3255 0.3419 0.3428

(4.37%, 5.04%) (4.64%, 5.31%)

10 0.3274 0.3241 0.3528 0.3527

(7.76%, 8.86%) (7.73%, 8.82%)

15 0.3288 0.3245 0.3544 0.3545

(7.79%, 9.21%) (7.82%, 9.24%)

20 0.3283 0.3243 0.3554 0.3554

(8.25%, 9.59%) (8.25%, 9.59%)

30 0.3269 0.3242 0.3552 0.3561

(8.66%, 9.56%) (8.93%, 9.84%)

50 0.3213 0.3221 0.3549 0.3561

(10.46%, 10.18%) (10.83%, 10.56%)

Ave 0.3260 0.3243 0.3502*+ 0.3504*+

(7.42%, 7.99%) (7.48%, 8.05%)

The values in parentheses are the improvements over RocchioKL

and RM3. Ave means the average performance of each PRF model with

different |Df|.

TABLE 7. Comparison of the performance of PRF methods in terms of

MAP on the Robust04 collection.

|Df| RocchioKL RM3 RelPRF ImpPRF

3 0.2824 0.2877 0.2798 0.2766

(−0.92%, −2.75%) (−2.05%, −3.86%)

5 0.2887 0.2870 0.2880 0.2841

(−0.24%, 0.35%) (−1.59%, −1.01%)

10 0.2960 0.2873 0.2974 0.2953

(0.47%, 3.52%) (−0.24%, 2.78%)

15 0.2990 0.2862 0.3028 0.3019

(1.27%, 5.80%) (0.97%, 5.49%)

20 0.2980 0.2863 0.3057 0.3055

(2.58%, 6.78%) (2.52%, 6.71%)

30 0.2986 0.2842 0.3082 0.3079

(3.22%, 8.44%) (3.11%, 8.34%)

50 0.2953 0.2822 0.3074 0.3086

(4.10%, 8.93%) (4.50%, 9.36%)

Ave 0.2940 0.2858 0.2985+ 0.2971+

(1.52%, 4.42%) (1.06%, 3.95%)

The values in parentheses are the improvements over RocchioKL

and RM3. Ave means the average performance of each PRF model with

different |Df|.

10 JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—•• 2015

DOI: 10.1002/asi
JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—April 2016

DOI: 10.1002/asi

951



improvement is as high as 8.46%. Thus, it is fair to conclude

that our proposed models can outperform RocchioKL and

RM3 generally.

Second, the RelPRF and ImpPRF models perform better

than the two basic models in all cases, which confirms

their robustness, whereas in some cases RocchioKL and

RM3 decrease the performance when compared to the

basic models, for example, RocchioKL on the WT10G col-

lection with 50 feedback documents. This indicates the

robustness of our RelPRF and ImpPRF models. In addi-

tion, with the increase of feedback document size |Df|, the

performance of the RelPRF and ImpPRF models is much

stabler than the RocchioKL model and the RM3 model.

When |Df| is 50, both the baseline models obtain the worst

results, whereas the RelPRF and ImpPRF can still achieve

good performance on all five collections. Besides, the

optimal |Df| for the RelPRF and ImpPRF models is always

larger than that for the baseline models. To some extent,

this phenomenon proves the effectiveness of the QL factor.

Usually, when |Df| is small the top-k documents are more

likely to be of the highest QL, and it is reasonable to treat

them equally and obtain good performance. However,

when |Df| increases, the ratio of high QL documents will

decrease. Because we have already taken this factor into

account, the weights of feedback documents will be

adjusted so that we can still obtain satisfying results. The

baseline models that still treat the feedback documents

equally may fail in this case.

We can also find that the best performance of the ImpPRF

model is better than the RelPRF models on all collections

except disk4&5. These experimental results prove that it is

more reasonable to consider the improvement gain directly

than the relevance level when applying QL, especially on

medium or large collections. A possible reason is that the

ImpPRF model also brings some positive information from

the irrelevant documents, as we mentioned in the previous

section, and most of the feedback documents are actually

irrelevant according to previous studies.

To summarize, the PRF models all generally outperform

the basic models (BM25 and LM). Meanwhile, the perfor-

mance of the baseline PRF models, namely, the RocchioKL

model and the RM3 model, is generally comparable on

all five collections. Moreover, our proposed models,

RelPRF and ImpPRF, make significant improvements over

the baseline models, and extensive experiments have

shown the robustness of them especially when a relatively

larger value of |Df| is used. Finally, the ImpPRF model

can obtain better results than the RelPRF model in most

cases, which indicates our improvement-based QL assump-

tion is more reasonable than the relevance-based QL

assumption. This can be a heuristic reference for further

research.

Robustness Analysis

As we can see from the previous experiments, the number

of feedback documents |Df| can greatly impact the

performance of the PRF models, and the choice of |Df| turns

out to be a challenge problem because it is difficult to deter-

mine the optimal number of feedback documents. In this

section, we further analyze the robustness of our proposed

PRF models with respect to Df. In the experiments, other

parameters are optimized by using 2-fold cross validation

explained in Parameter Training. In particular, 2-fold cross-

validation partitions the data set into two parts, one (training

set) for training the model parameters and the other (test set)

for testing the performance of the model learned from the

training part.

From Figure 2, one can see the robustness of each

method. Generally, the performance of all methods

increases at the beginning when the number of feedback

documents |Df| grows up. However, there is no unique

optimal value of |Df| for all of them. The performance of

each method starts to continuously drop after a peak. For

example, RelPRF obtains the best value when |Df| is 30,

whereas RM3 performs the best when |Df| is 5 on the

disk4&5 collection. Meanwhile, the best performance of

RelPRF is much better than that of RM3 on this collection.

This indicates that the feedback documents with lower

ranks can also help.

In Figure 2, the best values of |Df| of RelPRF and

ImpPRF are larger than those for RocchioKL and RM3 in

most cases. This indicates that our proposed methods can

make better use of feedback documents with lower ranks.

Furthermore, after the peak point, the curves of RelPRF

and ImpPRF fall down much smoother than those of the

baselines. When |Df| is 50, which means 50 feedback docu-

ments are selected, the performance of our proposed

methods are much better than RocchioKL and RM3 on all

five collections. Thus, it is clear that our RelPRF and

ImpPRF methods perform more robustly on different |Df|

values. We also observe that our proposed methods can

obtain the best results on all five collections that are of

different sizes and quality. This is solid evidence that the

RelPRF and ImpPRF methods can make better use of the

feedback documents to improve the overall performance

and consistently get good results. The QL helps make PRF

perform better.

In addition, it is interesting to note that the performance

of both ImpPRF and RelPRF first increases with the increase

of Df (this is especially obvious on the disk4&5, WT2G, and

GOV2 collections), and then after the peak point it stays

relatively stable on all collections. The reasons are two-fold.

First, the increase in the first phase is due to the utilization of

more useful feedback documents, although the optimal

values of Df are different on different collections. In other

words, the performance of PRF models can be increased by

using more useful feedback documents. Second, because

ImpPRF and RelPRF have explicitly estimated the qualities

of candidate feedback documents, it is possible to reduce the

negative impact of feedback documents with lower qualities.

This leads to the stability of our proposed models after the

peak points, so it is always safe to choose a relatively larger

value of Df. This feature of our proposed models makes it
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viable to address the problem of the selection of the number
of feedback documents.

In summary, the proposed models, ImpPRF and RelPRF,
can utilize a sufficient number of useful feedback docu-
ments, and can also reduce the negative impact of feedback
documents with lower qualities. Generally, ImpPRF and
RelPRF reach their best performance when Df is in the range
of [20, 30]. These values can be used as the empirical
optimal when no training data are available, although larger
values of |Df| do not necessarily harm the retrieval perfor-
mance in terms of MAP.

Influence of Control Parameter β

Recall that we incorporate the feedback information to
derive a better representation of the query, as shown in
Equation 2. How much we rely on the feedback information
is controlled by the parameter β. In our preliminary experi-
ments, we found that the control parameter β in Equation 2
plays an important role in obtaining good performance. In
this section, we empirically study the influence of this
parameter on all the test collections, and suggest some
empirical settings when training data are not available. In
particular, Figure 3 depicts its influence over different
numbers of feedback documents. In this set of experiments,
we use 35 terms to expand the original query since our
model achieves very good performance under this setting

generally. When β = 0, it means we do not use any feedback
information. In other words, the MAP score at β = 0 is
actually the baseline of BM25 without query expansion. It
is of note that when β takes a large value, it approaches
the performance resulting from using only the feedback
information.

As we can see from Figure 3, in general the IR perfor-
mance can always be boosted when the feedback documents
are used to expand the original query. Although the setting of
β can affect the retrieval performance significantly, it is
always safe to set β to a value around 0.8 on all our test
collections. Similar results can be observed over other
numbers of feedback documents, which are not presented in
this paper.

Discussion of Feature Importance

We use a popular tree-based ensemble model (Geurts,
Ernst, & Wehenkel, 2006) to evaluate the importance of the
features used, which combines the predictions of many tree
models (200 in our paper) to improve robustness over a
single model. According to Deng and Runger (2012), tree
ensembles, consisting of multiple trees, are believed to be
significantly more accurate than a single tree in feature
selection. The quality of the selected features may be
limited because the accuracy of a single tree model may be
limited.

FIG. 2. Robustness comparison. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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In Figure 4, we can see clearly that seven of the ten
features have more weights than the other features. The three
features that are not so important as the others are percent-
age of occurred query terms, weighted percentage of
occurred query terms, and Mitra’s score. These three fea-
tures belong to the completeness of query aspects. This is
reasonable, since usually the top-k feedback documents
contain all the query terms, and the weights of these terms
and Mitra’s scores of these documents are relatively close.
Thus, these features will not make significant differences in
the feedback documents.

The weights of the other seven features are generally
close on the five collections, and they do not vary much in all
cases. On one hand, this indicates that all these features can
influence the QLs of documents, so it is necessary to con-
sider all of them when evaluating feedback documents. On
the other hand, it is difficult to find a solid rule to explain and

compare the impacts of these features according to our
experimental results. As we mentioned previously, heuristic
methods cannot handle these heterogeneous features well.
So it is better to use machine-learning methods, for example,
learning-to-rank in this paper.

Features 2–6, which are proximity of query terms, prox-
imity of query terms, and informative terms, percentage of
occurred query terms, weighted percentage of occurred
query terms, and Mitra’ score, respectively, are first explored
in this paper. Features 2 and 3 are proved to be effective
when compared to other features. Thus, proximity informa-
tion is also an important factor to estimate the QLs of feed-
back documents.

In general, most features applied are related to the QLs of
documents. Meanwhile, it is better to consider machine-
learning ways to utilize these heterogeneous features since
it is hard to find explicit rules for their usage. The

FIG. 3. Influence of the control parameter β for the ImpPRF model. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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estimation of QLs can be complex, so we still need more
investigations for further research.

Comparison With Filtering-Based Method

We also compared our proposed model with a filter-based
PRF method, in which classification methods are used to
refine the PRF at the document level. To the best of our
knowledge, this is the closest research to our work. In par-
ticular, naive Bayes and logistic regression are used to filter
out bad feedback documents. The corresponding models are
respectively denoted NaiveFilter and LogisticFilter in this
paper. As we mentioned previously, our method does not
make any relevance assumption, and estimates a quality
score for each candidate document rather than filtering out
any of them. To make the comparison fair, we train our
model on the 75 odd-numbered topics on the GOV2 collec-
tion, and use 50 of the 75 even-numbered topics for testing,
which is the same setting as in He and Ounis (2009).

According to the results in Table 8, the NaiveFilter and
LogisticFilter PRF approaches show a high sensitivity to
|Df|. On one hand, the retrieval performance of our RelPRF
and ImpPRF approaches remain stable on GOV2. This
indicates that our proposed model is indeed able to accu-
rately estimate the document quality. In addition, on average
ImpPRF outperforms the filtering-based approach by
as much as 6.14%, although the best performance is
achieved by LogisticFilter when |Df| equals 50. Overall, our
feedback approach has been shown to be robust and
effective with a varying size of the pseudo-feedback set.

This is an encouraging finding, in that the size of the pseudo-
relevant set is an important parameter of PRF, which has a
direct impact on PRF’s retrieval performance (Carpineto,
Romano, & Giannini, 2002). On the other hand, our pro-
posed framework is able to achieve effective and robust
retrieval performance regardless of the optimal pseudo-
relevant set size.

Comparison With the Best TREC Results

The Text REtrieval Conference (TREC)1 holds a series of
workshops focusing on different IR research tasks, or tracks.
The TREC Conference series is cosponsored by the National
Institute of Standards and Technology (NIST) Information
Technology Laboratory’s (ITL) Retrieval Group of the

1http://trec.nist.gov/

FIG. 4. Feature importance on five test collections. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

TABLE 8. Comparison with NaiveFilter and LogisticFilter on GOV2.

|Df| NaiveFilter LogisticFilter RelPRF ImpPRF

10 0.3403 0.3429 0.3546 0.3560
20 0.3152 0.3213 0.3541 0.3561
30 0.3124 0.3021 0.3550 0.3569
50 0.3636 0.3698 0.3547 0.3563
80 0.3462 0.3485 0.3535 0.3555
Ave 0.3355 0.3369 0.3543 0.3561

(5.60%, 5.16%) (6.14%, 5.70%)

Bold font indicates best result.
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Information Access Division (IAD). It also provides corre-

sponding test collections for the evaluation of different

IR tasks, and participants will develop different methods and

submit their results to the TREC organizers. In this subsec-

tion, we present the performance of our proposed

models and the best results for each collection used in

our experiments in Table 9, which can be found at http://

www.evaluatIR.org/ introduced in Armstrong, Moffat,

Webber, and Zobel (2009). The results of RelPRF and

ImpPRF are obtained with the settings |Df| = 30 as suggested

in Robustness Analysis and other parameters are set as

described in Baseline Models.

In the first row of Table 9, we provide the best results

from the corresponding TREC conferences for reference.

RelPRF and ImpPRF outperform the best TREC systems on

WT2G and WT10G, whereas they are not as good as the best

TREC results on disk4&5 and GOV2. However, our results

are close to the best ones. However, on the Robust04 col-

lection, the best result is obviously better than ours. It is of

note that it is difficult to make solid cross-comparisons with

the results reported in the corresponding TREC conferences,

because the results were generated by different teams,

methods, heuristics, and settings. Some of the heuristics are

collection-dependent. For example, they may use different

stemmers, stoplists. Some of the participants may also use

multiple IR techniques. In addition, sometimes it is also

difficult to duplicate their experiments. Taking the best result

in Robust04 from Queens College (Voorhees, 2005) as a

running example, it combined four components to produce

the result, including the basic retrieval model, 2-word

phrase, PRF, and web-assistant technique (Kwok, Grunfeld,

Sun, Deng, & Dinstl, 2004).

Our results are generated in a uniform way without

collection-based parameter settings, and we understand that

combining such techniques could further improve the results

(Ye, Huang, & Miao, 2012). The main reason why we do not

employ all of these is that we want to focus on evaluating the

proposed method by comparison with similar approaches

rather than developing the best-performing system.

We believe it is more reasonable to compare with results

that are generated on the same basis and easy to duplicate.

Therefore, we will not provide further analysis of the cross-

comparison with the best TREC results, just this table to

better understand our models.

In addition, in this revision we add a table of results with

different evaluation metrics, as follows in Table 10 for ref-

erence to readers. We also provide the experiments for how

many queries were hurt versus helped by each technique

with improvement percentages in Figure 5, as that in Lang,

Metzler, Wang, and Li (2010) and Terra and Warren (2005).

Conclusions and Future Work

In this paper we proposed a learning-to-rank approach for

quality-aware pseudo-relevance feedback. Unlike previous

work, we do not make explicit relevance assumptions and

we go beyond selecting “good” documents for PRF. In addi-

tion, we introduce two quality-based assumptions and model

the QL of feedback documents to obtain better retrieval

performance. Specifically, two different strategies,

relevance-based QL and improvement-based QL, are pre-

sented to estimate the QL for each feedback document.

Based on this, we select several heterogeneous document

features and apply a learning approach to estimate the QL of

each feedback document, which results in two quality-based

PRF models: ImpPRF and RelPRF.

A variety of document features, including the distribution

of query terms in the feedback document, the similarity

between a single feedback document and all top-ranked

documents, the proximity between the expansion terms and

the original query terms in the feedback document, are

applied to facilitate the quality estimation of the feedback

documents. Supported by extensive experimental results,

our feedback framework provides impressive retrieval per-

formance, compared to several strong PRF baselines that use

all top-ranked documents for relevance feedback. We also

study the robustness of the proposed models with respect to

the number of feedback documents Df. The experimental

results indicate that ImpPRF and RelPRF can utilize a suf-

ficient number of useful feedback documents, and can also

reduce the negative impact of feedback documents with

TABLE 9. Performance of ImpPRF, RelPRF, and the best TREC results

in terms of MAP.

Methods disk4&5 WT2G WT10G GOV2 Robust04

BestTREC 0.2851 0.3329 0.2155 0.3614 0.3331

RelPRF 0.2736 0.3444 0.2382 0.3554 0.3082

ImpPRF 0.2691 0.3497 0.2396 0.3561 0.3086

TABLE 10. Comparison of different PRF methods in terms of MAP,

P@5, and P@20 when the number of feedback documents is 30.

|Df| RocchioKL RM3 RelPRF ImpPRF

DISK4&5

MAP 0.2567 0.2493 0.2736 0.2691

P@5 0.4813 0.4747 0.4853 0.4893

P@20 0.3960 0.3820 0.4027 0.4040

WT2G

MAP 0.3293 0.3242 0.3450 0.3478

P@5 0.4840 0.5080 0.5520 0.5320

P@20 0.4030 0.3900 0.4060 0.4080

WT10G

MAP 0.2105 0.2188 0.2382 0.2344

P@5 0.3700 0.3940 0.4080 0.3980

P@20 0.2760 0.2985 0.2940 0.2930

GOV2

MAP 0.3269 0.3242 0.3552 0.3561

P@5 0.6282 0.6416 0.6644 0.6631

P@20 0.5648 0.5735 0.6215 0.6211

Robust04

MAP 0.2986 0.2842 0.3082 0.3079

P@5 0.5012 0.4803 0.5108 0.5124

P@20 0.3867 0.3701 0.3990 0.4016

Note. Bold fond indicates the best performance with different settings.
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lower qualities. In addition, we investigate the influence of
important parameters in our models, and suggest some
empirical settings of these parameters when no training data
are available.

In future work, there are several interesting further
research directions. First, we plan to enhance the quality
estimation by utilizing more training data from other
collections. Second, we will study the correlation of differ-
ent features for the quality estimation process. Third, we
also plan to investigate the influence of different grades of
QL. Finally, our model can be viewed as a way to properly
weight the candidate feedback documents, so another pos-
sible investigation is to integrate our models
with models dedicated to select good feedback terms. We
believe the overall performance can be further improved in
that way.
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